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With the ever increasing security threats that network
infrastructures encounter, digital forensics has become
an import tool in attempts to understand attacks, and ide-
ally prevent future attacks through an automated, contin-
uous feedback loop [2]. Forensic evidence, however, is
only a snapshot of the state of an attack. We wish to go
beyond simply collecting evidence, and be able to learn
the behavior of an attacker. One approach is to use a hon-
eypot system [1], where dedicated systems are left ex-
posed to attract attacks and are monitored to capture the
actions of an attacker. For a network to be able to learn
information relevant to the specific network, the honey-
pot needs to closely mimic the real network – a difficult
task. We are exploring another point in the space, where
instead of exposing vulnerable systems which are iso-
lated in advance, we effectively make the live network
the honeypot.

The challenge is that we do not wish to allow an attack
to continue on a live network, but we need the attacker
to think it is still on the live network. To achieve this,
we propose a new approach which, upon a machine be-
coming infected, clones the infected machine, disinfects
the original machine, and quarantines the cloned (still in-
fected) machine. There are two main challenges in this:

Preventing leakage of confidential data: As the data
on the original system may contain confidential informa-
tion, while cloning the machine we need to clean up this
data. Instead of preventing access to it (e.g., by delet-
ing it), the data can be falsified using various methods
(e.g., with decoy documents [4]), in order to provide the
attacker with misinformation.

Preventing further damage without alerting the at-
tacker: In order to operate this system without alert-
ing the attacker, the system must be able to make both
machines appear as one to an outside observer. This can
be achieved using software-defined networking (SDN) to
modify packet headers and forwarding so that traffic is
transparently redirected to the correct host (the infected
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Figure 1: Live Honeypot architecture.

clone or the original). When the infected machine tries
to reach out to other machines on the local networks, we
can, similar to GQ [3], spin up VMs to act as internal
servers (using SDN to direct requests to the fake servers).

We have built an early prototype system that imple-
ments network redirection as an application within the
Floodlight OpenFlow controller, and clones the machine
through VM migration technology – currently we are
simply pausing the VM, cloning it, then restarting both
but will integrate live cloning. We are in the process of
investigating modifications to enable misinformation.
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